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Math Camp 

 

Day 4 Exercises 

 

 

Exercise 1 

Suppose that 𝑌1, 𝑌2, 𝑌3 is a random sample from a 𝑁~(𝜇, 𝜎2) population. To estimate 𝜇, consider the 
following weighted estimator:  

𝑌̃ =
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a) Show that 𝑌̃ is an unbiased estimator. 
 

b) Find the variance of 𝑌̃ and compare it to the variance of the sample mean 𝑌̅. 
 

c) Is 𝑌̃ as good an estimator as 𝑌̅? 
 
 

Exercise 2: 

In a survey of 400 likely voters, 215 responded that they would vote in favor of the initiative for a 
single, unified health insurance in Switzerland, while 185 responded that they would vote against it. 
Let 𝑝 denote the fraction of all likely voters who preferred a unified health insurance at the time of 
the survey, and let 𝑝̂ be the fraction of survey respondents who (actually) preferred a unified health 
insurance. 
 
Notation: Denote each voter’s preference by 𝑌. 𝑌 = 1 if the voter prefers the unified health 
insurance and 𝑌 = 0 if the voter does not prefer the unified health insurance. 𝑌 is a Bernoulli 
random variable with probability 𝑃(𝑌 = 1) = 𝑝 and 𝑃(𝑌 = 0) = 1 − 𝑝. 
 
Assume that n is large and use the table included below. 
 

a) Use the survey results to estimate 𝑝. 
 

b) Use the estimator of the variance of 𝑝̂, i.e., 
𝑝(1−𝑝̂ )

𝑛
, to calculate the standard error of your 

estimator. 
 
c) What is the p-value for the test 𝐻0: 𝑝 = 0.5 vs. 𝐻1: 𝑝 ≠ 0.5? Assume that n is large and use the 
table included below. 
 
d) What is the p-value for the test 𝐻0: 𝑝 = 0.5 vs. 𝐻1: 𝑝 > 0.5? Assume that n is large and use the 
table included below. 
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e) Why do the results in parts c) and d) differ? 
 
f) Did the survey contain statistically significant evidence that voters were in favor of a unified 
health insurance at the time of the survey? 
 

g) Construct a 95% confidence interval for 𝑝. Assume that n is large and use 𝑧𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙. 
 
h) If you constructed a 99% confidence interval for 𝑝 and compared it to the one calculated in part 
g), would it be wider or narrower? Why? 
 
i) Without doing any additional calculations, test the hypothesis 𝐻0: 𝑝 = 0.5 vs. 𝐻1: 𝑝 ≠ 0.5 at 
the 5% significance level. 
 

 


